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Abstract. In the field of software engineering component-based development and
appropriate documentation are established methods to support reuse. While modu-
lar development is tackled in various work regarding ontology engineering, it is an
open problem how documentation of ontologies should be created. After analyzing
existing ontology documentations we identified grouping concepts as a very help-
ful technique to simplify the understandability and thus improve the reusability of
ontologies. In this paper, we present a technique to group concepts for ontology
documentation by applying community detection algorithms on the graph structure
of ontologies. Using the manually created concept groups from existing documen-
tations as reference we demonstrate that this technique is able to create appropriate
concept groups automatically.
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Introduction

Ontology reuse attracts the interest of the Semantic Web community and its current prag-
matic version the Linked Data community where ontologies are considered as shared
knowledge and are interlinked. Even though ontology reuse is part of various ontology
engineering methodologies, there are no best practice solutions which describe how ex-
isting ontologies should be analyzed for their (re)usability. In the field of software engi-
neering, component-based development and appropriate documentation are established
methods to support reuse. While the adoption of the former method to ontology engi-
neering has been addressed in various scientific publications within the ontology engi-
neering community (e.g. [9], [7]) the latter has not been tackled in depth yet. Therefore,
only a few of the many ontologies which are published and available online are well
documented.

The lack of good documentation makes reuse difficult because the decision process
of the applicability of a candidate ontology becomes time-consuming. On the other hand,
the process of documentation is an additional effort for the ontology developer which
still lacks of an appropriate support system. Aiming at creating such a support system
we analyzed existing hand-made ontology documentations and identified grouping of
concepts as a proper means to provide an overview of an ontology’s content. In case of
large ontologies with thousands of concepts it is intuitively comprehensible that some
kind of complexity reduction is necessary to understand an ontology. But even the Friend
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of a Friend (FOAF) vocabulary1, which is a small ontology, uses a grouping of concepts
in its specification (see Figure 1), in order to provide the reader with an easier way to
understand the vocabulary.

Figure 1. Concept groups of the FOAF vocabulary in the specification (version 0.97)

The application of this method for describing an ontology in other documentations
like the Music Ontology2, the Atom Activity Streams Ontology3, and the Semantic Web
Conference Ontology4 as well as the Vocabulary for biographical information5 which
are about the same size as FOAF proves how important adequate visualization of mean-
ingful concept groups is. Keeping the rapidly growing Semantic Web [6] in mind and
the fact that the large number of ontologies are lightweight and small-sized [5] issues
like reusability regarding those ontologies seem to be more urgent. For that reason we
analyzed the documentations of the mentioned ontologies and extracted some trends in
creating such concept groups. Additionally, we investigated the applicability of commu-
nity detection algorithms on the ontology structure in order to identify concept groups
automatically or at least semi-automatically. An appropriate concept grouping system is
expected to be a useful support tool for the ontology engineer to create a proper docu-
mentation.

The remainder of this paper is structured as follows: in Section 1 a state-of-the-art of
current ontology documentation tools is presented along with a discussion of how some
ontology engineers have extended their documentations and grouped the concepts. In
Section 2 we present our structure-based approach to grouping concepts. The application
of this approach on concrete ontologies and the results are presented in Section 3. We
finally conclude this paper with Section 4 and provide an outlook on future work.

1. State of the Art

Inspired by the success of JavaDoc for code written in Java, OWLDoc6 is a tool that
generates frame-based HTML pages with three areas. It allows to navigate quickly to a

1http://xmlns.com/foaf/spec/
2http://musicontology.com/
3http://xmlns.notu.be/aair/
4http://data.semanticweb.org/ns/swc/ontology
5http://vocab.org/bio/0.1/.html
6http://www.co-ode.org/downloads/owldoc/
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specific resource and obtain information about it like comments, labels, type etc. When
a class is chosen the main frame shows information such as superclasses and disjoint
classes, while in case of properties information as superproperty, domain and range is
shown. This kind of representation is useful to get detailed information about a single
concept and its connections to other concepts. However, it does not provide an overview
about the ontology and its structure as a whole.

More recent documentation tools such as Neologism [1], SpecGen7 and VocDoc8

create one HTML page containing detailed information about the classes and the prop-
erties. Additionally, these HTML pages also contain meta information like version in-
formation, changelog, authors, namespaces, license information and referenced external
ontologies. This kind of information is either at the beginning of the document or at the
end. The details about the ontology and its concepts are at the main part of the document.
Before the main part begins there is a short section which is called “overview” or “at a
glance” which contains an alphabetically sorted list of classes and properties. Neologism
extends this section with a graphical visualization, which is very useful in case of very
small ontologies. With increasing number of concepts this visualization gets confusing
very quickly.

In the documentations of FOAF, the Music Ontology (MO), the Atom Activity
Streams Vocabulary (AAIR) and the Semantic Web Conference Ontology (SWCO) the
“at a glance” section is extended with a manually created grouping of concepts. Such a
group is also part of the documentation of the Vocabulary for biographical information9

(BIO). In the opinion of the authors this is a very good means to provide an overview of
the subdomains which are covered by the ontology. Concepts, which are more related to
each other and describe one subdomain, should be grouped together.

It is a good introduction so that the reader can understand what the ontology is
about and can decide very quickly if the content covers relevant concepts for her or his
purpose. Therefore this illustration addresses most likely users who are looking for a
reusable ontology and want to decide if a closer look makes sense. In consideration of
the fact that the documentation of FOAF comprises about 40 printed pages it becomes
clear how important such a support is and how much time it can save. Additionally, it
emphasizes that even in case of rather small ontologies there is a need for breaking down
the complexity for documentation purposes, where concept grouping is one promising
means to do this.

After analyzing the aforementioned documentations, we made some interesting ob-
servations:

• In most cases there are concepts within the grouping which are not up-to-date.
Although the ontology development was continued the documentations were not
adapted to the updates. In some cases only parts of the documentations which are
generated automatically like the alphabetically sorted classes and properties lists
were updated. It is obvious that documentations do not get enough attention by
the developers, because even automatically generatable parts were not updated
after every change.

7http://forge.morfeo-project.org/wiki en/index.php/SpecGen
8http://kantenwerk.org/vocdoc/
9http://vocab.org/bio/0.1/.html

G. Coskun et al. / Ontology Content “At a Glance” 149



• Even though the number of ontologies and groups are not significant to extract
some numerical best practices there are some trends that are worth mentioning.
The arithmetic means for the concept group size is about eight, while most groups
contain five concepts. Three documentations contain five groups (FOAF, BIO,
SWCO) while one documentation contains four groups (AAIR). Only the docu-
mentation of MO contains much more groups, namely 23. It might make sense to
create about 5 groups for ontologies which are about the same size as the men-
tioned ontologies. Figure 2 illustrates the distribution of the group size.

Figure 2. Distribution of the group size (five ontology documentations with 42 groups)

• In each documentation some of the concepts within the ontology were not as-
signed to any group at all. Only the concepts which are considered to be impor-
tant by the ontology engineer were grouped. In case of SWCO and AAIR only
classes were used to create the groups. On the other hand, MO, BIO as well as
FOAF contain some groups which consist only of properties.

2. Structure-based concept grouping

In the Semantic Web ontologies are mostly represented by the Web Ontology Language
(OWL) based upon the Resource Description Framework (RDF)10. RDF allows repre-
senting information as triples following the form (Subject, Predicate, Object). The graph
syntax of RDF11 maps triples to graphs where the subjects and the objects are nodes
and the predicates are directed edges (from subject to object). At this level the inherent
semantics of OWL ontologies are not taken into consideration.

Since the subjects as well as the predicates of RDF statements need to be resources
and objects might also be resources, it is impossible to organize the edges and nodes

10http://www.w3.org/TR/owl-semantics/mapping.html describes how OWL is mapped to RDF
11http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/
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into disjoint sets. This is because a resource, which is a subject or an object in one
statement might be used as a predicate in another statement. This problem of the RDF
graph representation of triples can be avoided if every named entity of the ontology
is represented as a node (even the predicate becomes a node, which is connected with
the subject and the object). However, since typically the number of properties is much
less than the number of resources which are used as subjects and objects, this graph
representation would lead to a graph structure in which the properties are central nodes
with high degree values. Some predicates such as “hasLabel” or “hasComment” would
have a high centrality value. Hence, it is important to filter and remove such concepts,
which have a significant impact on the graph structure analysis of an ontology, but which
are not necessary in order to understand the content of an ontology. Furthermore, it is
important to take different namespaces into consideration.

We made use of three basic approaches on how to represent an ontology as a graph.
Firstly, the RDF graph syntax is used as it is, that means the subject and object of each
statement are nodes, while the predicate is the connecting edge, directed from the subject
to the object (variant V1). Secondly, the predicates are also represented by nodes, where
two unlabeled directed edges are created. One edge is directed from the subject to the
predicate, while the second is directed from the predicate to the object (V2). With this
variant each named entity appears only once in the whole graph and is represented by a
node. Thirdly, a graph is created where only classes are represented as nodes connected
by properties as edges, where the direction is from the domain class of the property
to the range class of the property (V3). This variant corresponds to the typical graph
representation of OWL ontologies and is based on the idea, that classes are the major
objects of an ontology, while the properties can be seen as extensions of those classes.

There are also two different extensions of these variants. In the first extension
(named as VxL) the literals are filtered during the graph creation process. This filter is
enhanced by the second extension (named as VxLX) by excluding concepts with exter-
nal namespaces. Summing up, for our analysis we used nine different graph variants for
each ontology. The different variants are shown in Table 1.

Table 1. Different graph representations for ontologies

Variant name Description

V1 Plain RDF graph
V1L like V1 without literals
V1LX like V1L without external namespaces
V2 Plain RDF graph, but predicates are represented as nodes
V2L like V2 without literals
V2LX like V2L without external namespaces
V3 Class graph
V3L like V3 without literals
V3LX like V3L without external namespaces

2.1. Concept Groups as Communities

There are different terms in the literature which are used to describe more or less the
same process that we call concept grouping. Network partitioning, graph partitioning,
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clustering and segmentation are some examples for such terms. We define the process
which we refer as concept grouping as identifying the groups of concepts based on the
network structure of the ontology in such a way, that the concepts within a group are
belonging stronger to each other than to the concepts of another group.

The mathematical approach (mostly named as graph partitioning) looks for sub-
graphs which are about the same size in such a way that the connections between these
subgraphs are minimized. For ontologies this approach does not seem to be suitable be-
cause ontologies model various parts (subdomains) of a domain in different levels of de-
tail. E.g. the concept groups of the FOAF ontology are of different size (see in Figure 1).
This work is based on the assumption that different subdomains of a domain are reflected
in an ontology in such a way that the concepts belonging to one subdomain are building a
more densely connected graph partition - a community. For that reason a social network
analysis approach for detecting communities seems to be more suitable for identifying
concept groups within ontologies.

In order to investigate the applicability of different community detection algorithms
to the ontologies, we applied the following algorithms on the different graph represen-
tation variants of the ontologies which are listed in Table 1. (Based on the findings of
our previous work [4] we focused on the three most promising algorithms and decided
to omit the Edge Betweenness Community algorithm as well as the Leading Eigenvector
Community algorithm.)

Fast Greedy Community The Fast Greedy Community (FGC) algorithm introduced in
[3] identifies communities by optimizing a Modularity [11] score, which is a network
property and a specific proposed partitioning of that network into communities. It evalu-
ates the partitioning, in the sense that in a good partitioning there are many edges within
communities and only a few between them. This algorithm is an agglomerative cluster-
ing algorithm, which means that the communities are built step by step by merging ver-
tices into communities. This algorithm is optimized for large networks and is called fast
because does not check modularity after each merge.

Walktrap Community Pons and Latapy are proposing an algorithm in [13] which is
based on the same community idea as the FGC algorithm. It is stated that “random walks
on a graph tend to get “trapped” into densely connected parts corresponding to commu-
nities.” For that reason this algorithm is called Walktrap Community (WTC). As FGC
this is also an agglomerative clustering algorithm.

Spin Glass Community The Spin Glass Community (SGC) algorithm for community
detection was proposed by Reichardt and Bornholdt in [14,11]. It makes use of the model
of a spin glass and simulated annealing. The community structure of the network is
interpreted as the spin configuration that minimizes the energy of the spin glass with the
spin states being the community indices.

2.2. Weight function for properties

For each of the mentioned algorithms we created a second version (named WTCw, SGCw,
FGCw) that is extended with a weight function for the edges of the graph. This is the first
step towards a more semantically sensitive approach. The motivation for the weighting
of the edges is that they represent different kinds of the semantics of an ontology. A link
between two classes, that represents a property, does not necessarily contribute as much

G. Coskun et al. / Ontology Content “At a Glance”152



to the membership of an element to a group as a hierachical link. We use the weights
shown in Table 2. (The default value for edges which are not listed in the table is 1. If
the superclass is Thing the subClassOf edge value in the table is not used.)

Table 2. Weights for properties

Property Weight Property Weight

equivalentClass 20 comment 0.2

subClassOf 10 seeAlso 0.2

subPropertyOf 10 isDefinedBy 0.2

domain 5 label 0.2

range 5

Classes that are semantically equivalent (connected via the property equivalent-
Class) should always be placed in the same group, therefore the edges between them have
the highest weight. Usually such edges exists only between classes of different names-
paces to link some vocabularies. If classes from external namespaces are not relevant,
one can use one of the VxLX variants (see Table 1) of the graph representation which
filters elements from external namespaces.

According to [15], a categorization of classes in a taxonomy provides maximum
information with the least cognitive effort. The same principle is used for ontologies
where hierachical relations of the classes and properties include much of the semantic
content. Based on the inheritance of properties it is stated in [12] that hierachical links
highly contribute to a module’s degree of internal connectedness. The importance of
the hierachical organization of classes is also reflected in the fact, that the subClassOf
relation is introduced in RDFS, which is one of the basic levels of the Semantic Web
stack.

The increased weights of the domain and range edges compared to the default value
represents the idea that classes connected via a property are semantically closer than two
classes that both share the same type (for example owl:Class). Edges used to connect to
literals (datatype properties) have been set below the default weight of 1, because they
are not part of the semantic model. Besides, this fixes some centrality problems that occur
with the common edges in variant V2.

2.3. Evaluating Concept Groups

It is not possible to decide how good an ontology is without knowing the context in which
it is intended to be used, because most ontologies are built in an application dependent
manner. And even if the context is known there are always different ways to create a
conceptual model of a domain. The ontology module evaluation techniques which are
proposed in literature are based on the structure of the ontology. The common idea behind
these techniques is that information provided by different modules, should be - as far as
possible - independent and disjoint. That means that each module represents a subdomain
of the domain which is modeled by the whole ontology.

Previous work like [9] and [16] make use of very simple structural information as
the number of modules, average module size, size variance, and the connectedness be-
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tween the modules to evaluate ontology modularization. Calmet et. al. propose in [2] a
distance measure for two concepts within an ontology based on the notion of entropy in
order to measure the similarity between two modules. This approach is extended in [8]
by distinguishing between language level edges and domain level edges, so that two dif-
ferent entropies are calculated, namely the language level entropy and the domain level
entropy. By distinguishing between two kinds of edges a first step towards a semantically
sensitive technique has been made.

A pure structure-based measure is not adequate to evaluate the structure-based mod-
ularization techniques, since the modularization can be always optimized in such a way
that the evaluation score is increased. Instead, we use as a “gold standard” (reference
model for the evaluation of the modularization technique) the existing concept groupings
as they have been designed and described by the ontology engineers. The rationale for
this evaluation approach is that the quality of an ontology module usually depends on
the application where it is going to be used. As our purpose for the technique is to create
concept groups for documentation support, we use existing groupings which have been
introduced by the ontology engineers in documentations. This means that for evaluating
the result of the algorithms we just need to compare the reference model with the cre-
ated concept grouping and calculate the similarity. For that purpose we make use of the
F-Measure which is a pairs-based approach and can be found in e.g. [17]. It is calculated
with

F =
2∗ precision∗ recall

precision+ recall
(1)

where “the precision of a partition is defined as the ratio of intra-pairs in the gener-
ated partitioning that are also intra-pairs in the optimal partitioning.” and “the recall of a
partition is defined by the ratio of intra-pairs in the optimal partitioning that are also in
the generated one.” [17].

3. Analysis

For our analysis we implemented a lightweight web application which uses R12 with the
igraph13 library for the implementation of the algorithms. Before calculating the groups,
the ontology documents are loaded with Jena14 and are converted into GraphML15 files
according to the variants which are shown in Table 1. Before this process is started the
ontologies are loaded in two different ways. Firstly, with inactive inference and secondly,
with active inference16. Inference has a significant influence on the structure of an ontol-
ogy, which can be seen on the increasing number of statements in Table 3.

As we use hand-made concept grouping to evaluate our results following the tech-
niques presented in section 2.3 we searched for ontologies, which are divided into con-
cept groups in their documentations. We found the aforementioned ontologies FOAF,

12http://www.r-project.org
13http://igraph.sourceforge.net
14http://jena.sourceforge.net/
15http://graphml.graphdrawing.org/
16In contrast to a preceding work [4], we only use the RDFS reasoning support of the Jena OWL Reasoner

(OWL MEM RDFS INF)
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MO, AAIR, SWCO and BIO. Table 3 provides an overview about the size of these on-
tologies and the concept groups from the documentations.

Table 3. Properties of the different Ontologies

Ontology Classes in Properties in RDF Statements

Ontology Doc Groups Ontology Doc Groups normal inferred

FOAF 13 13 12 60 61 51 613 972

MO 59 53 48 163 137 85 2092 3576

AAIR 41 41 39 26 26 0 437 771

SWCO 29 29 29 16 16 0 848 1632

BIO 42 42 37 33 33 27 968 1702

3.1. Analysis results

The Tables 4 to 8 show the scores for the results of the algorithms combined with the
graph variants for each ontology. In each cell the evaluation result (multiplied by 100) is
listed for the corresponding combination of graph variant (row) and algorithms (column).
Some values are missing, because the corresponding variants produce graphs which can-
not be processed by some algorithms.

The Atom Activity Streams Vocabulary (AAIR) (analysis results in Table 4) defines
concepts to describe activities within social networking sites, while the Semantic Web
Conference Ontology (SWCO) (analysis results in Table 5) is a vocabulary that allows to
describe academic conferences. In both cases the number of classes are about twice the
number of properties. The distribution of the properties to the classes is rather balanced.
The basic concepts are mainly refined with subclasses. The focus on classes gets clear af-
ter looking at the documentations of AAIR and SWCO, because both contain only groups
of classes without properties. This explains why the class-centric graph representation
(variant V3) leads to the best scores in both cases.

Table 4. Analysis results for AAIR

no Inference Inference
FGCFGCwSGCSGCwWTCWTCw AVG FGCFGCwSGCSGCwWTCWTCw AVG

V1 36 60 — — 27 62 46 52 59 66 58 58 88 63

V1L 36 58 — — 71 55 55 57 59 56 52 62 88 62

V1LX 56 54 — — — — 55 58 64 — — — — 61

V2 43 51 38 39 51 51 46 37 51 36 37 51 51 44

V2L 49 51 36 36 39 51 44 41 51 43 44 43 51 45

V2LX 41 47 36 35 49 44 42 49 51 38 45 51 51 48

V3 39 64 42 47 9 64 44 56 85 50 48 43 88 62

V3L 51 64 50 66 54 64 58 62 85 78 73 72 88 76

V3LX 64 64 67 63 62 62 64 87 75 87 79 68 63 77

AVG 46 57 45 48 45 57 55 65 57 55 56 71

The vocabulary for biographical information (BIO) (analysis results in Table 6) is
a vocabulary that defines concepts to describe biographical information about people.
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Table 5. Analysis results for SWCO

no Inference Inference
FGCFGCwSGCSGCwWTCWTCw AVG FGCFGCwSGCSGCwWTCWTCw AVG

V1 52 92 — — — — 72 66 79 79 79 79 79 77

V1L 60 97 — — — — 79 68 79 79 79 79 79 77

V1LX 87 91 — — — — 89 96 80 — — — — 88

V2 26 28 27 30 28 31 28 28 28 27 27 31 31 29

V2L 27 28 27 27 31 31 29 27 28 19 27 31 31 27

V2LX 28 28 47 48 31 31 36 28 28 48 45 31 31 35

V3 76 100 90 83 3 97 75 61 79 74 67 69 79 71

V3L 95 100 95 95 95 100 96 79 79 79 79 79 79 79

V3LX 93 100 93 93 92 100 95 100 76 92 92 65 69 82

AVG 61 74 63 62 47 65 62 62 62 62 58 60

Table 6. Analysis results for BIO

no Inference Inference
FGCFGCwSGCSGCwWTCWTCw AVG FGCFGCwSGCSGCwWTCWTCw AVG

V1 67 70 84 84 79 77 77 80 88 85 86 82 88 85

V1L 82 70 87 85 82 66 79 84 77 84 80 85 89 83

V1LX 84 60 70 71 84 68 73 78 81 87 87 83 86 84

V2 71 83 78 83 54 79 75 56 83 78 78 54 85 72

V2L 42 83 80 43 56 79 64 42 80 62 60 54 78 63

V2LX 63 86 41 52 71 85 66 63 83 67 75 81 85 76

V3 16 56 26 26 33 59 36 28 58 52 58 50 58 51

V3L 56 56 56 56 59 59 57 64 56 58 58 64 58 59

V3LX 59 56 51 54 59 56 56 60 58 46 46 31 31 45

AVG 60 69 64 61 64 70 62 74 69 70 65 73

As it describes the events during the life of a person the basic concepts are Person and
Event, which are also the domain classes of all properties. The number of classes and
the number of properties at all are not that different in the documentation. However, the
main concepts are also mainly refined by subclasses. The documentation has only one
group for classes and three groups for properties. Because of this distinction variant V1
leads to the best score.

FOAF is a vocabulary (analysis results in Table 7) that allows to express and interlink
personal information. It contains much more properties than classes (see Table 3), where
Agent and its subclass Person are the most important classes, as they are the domain
classes of the most properties of this vocabulary. In fact, the main focus of FOAF is on the
definition of these two classes. The documentation contains four groups with properties
and classes and one group with only properties, which are mainly properties of Person.
The unbalanced distribution of the properties to the classes along with the mixture of
classes and properties within the groups explain why the score is at a low level.

The Music Ontology (MO) (analysis result in Table 8) provides concepts to describe
and link music information. It is the biggest ontology in this analysis and contains much
more properties than classes. In contrast to the other ontologies, the number of concept
groups within the documentation is much higher and the groups are not disjoint. There
are groups with only classes, groups with only properties and also groups with classes
and properties as well as groups with only one concept. The size of the groups and the
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Table 7. Analysis results for FOAF

no Inference Inference
FGCFGCwSGCSGCwWTCWTCw AVG FGCFGCwSGCSGCwWTCWTCw AVG

V1 27 36 31 32 37 33 32 28 38 33 33 32 28 32

V1L 32 39 31 35 34 30 33 37 40 40 37 32 30 36

V1LX 36 40 — — — — 38 45 45 — — 37 31 39

V2 34 32 34 35 34 34 34 34 34 34 34 34 34 34

V2L 34 32 35 34 34 33 34 33 34 36 36 34 34 34

V2LX 26 30 26 25 33 32 29 36 30 20 28 34 34 30

V3 37 38 37 37 30 38 36 35 35 34 35 31 35 34

V3L 37 38 36 35 32 37 36 31 35 30 31 30 34 32

V3LX 35 35 35 35 31 34 34 31 34 33 30 34 35 33

AVG 33 36 33 33 33 34 34 36 33 33 33 33

distribution of properties are not balanced which explains why the score is at a similar
level as the score for FOAF.

Table 8. Analysis results for Music Ontology

no Inference Inference
FGCFGCwSGCSGCwWTCWTCw AVG FGCFGCwSGCSGCwWTCWTCw AVG

V1 30 31 26 27 14 19 25 28 27 24 25 13 21 23

V1L 26 30 26 28 27 29 28 18 32 20 20 20 28 23

V1LX 22 29 22 25 23 34 26 23 33 25 20 19 32 25

V2 14 17 13 13 11 14 14 11 17 13 13 11 16 14

V2L 13 16 14 14 13 13 14 14 17 13 12 13 16 14

V2LX 16 22 19 20 15 16 18 13 19 16 15 16 17 16

V3 22 28 19 21 16 27 22 23 28 29 23 21 29 25

V3L 23 29 21 20 20 29 23 25 28 26 26 22 29 26

V3LX 27 28 30 30 19 28 27 27 28 27 27 25 31 27

AVG 21 26 21 22 18 23 20 25 21 20 18 24

4. Conclusion and Outlook

The analysis described in the previous section leads in three of five cases to very good
results. In case of SWCO it was possible to completely reconstruct the grouping from
the documentation. The application of community detection algorithms on ontologies
produce good results if concepts are mainly refined with subclasses and the distribution
of properties to the classes is balanced. This approach seems to be best to create vertical
modules [10] of an ontology which was exactly the expectation, as the main motivation
for creating concept groups was to allow an overview on the subdomains.

Scores at a low level for FOAF and MO seem to be caused by the characteristics
of these vocabularies and their groupings within the documentation. In both cases the
central concepts are mainly refined with properties, which is the reason why they contain
much more properties than classes and most groups consist of a mixture of properties and
classes. After an additional look at the documentations of MO and FOAF (and the latest
version of FOAF) the main idea by creating the concept groups in the documentations
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seem to be the provision of different levels of detail for one domain. This means, that the
main goal is to create horizontal modules with different levels of abstraction.

Finally, an important observation is that for each ontology the best score was reached
with either FGCw or with WTCw. The introduction of the weight functions (see Section
2.2) improved the results. The findings of the analysis demands further exhaustive in-
vestigation on the relation between different qualitative aspects of an ontology and the
concept groups created by the algorithms. It is necessary to do more analysis with other
ontologies and to discuss the role of complex expressions, which was ignored in this
work. Additionally, it is important to analyze the quality of the existing groupings in the
documentations, although the assumption of this work was, that they can be used as a
gold standard, due to the fact, that they were created manually. We are also planning to
investigate the applicability of community detection algorithms on modular build ontolo-
gies in order to reproduce their modularity after a merge. The main goal is to understand
the relations between different modules of an ontology and to extract structural trends in
modularizing ontologies not for concept groups but for modular ontologies.
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